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ABSTRACT
In the rapidly evolving field of cyber defense, acquiring expertise on
threat behavior and mitigations is both time-consuming and non-
trivial. This paper investigates the knowledge of threat behavior in
MITRE ATT&CK exhibited by GPT-3.5, a Large Language Model
(LLM). We systematically explore different input prompts to gen-
erate questions and assess the number of correct questions based
on Subject Matter Expert (SME) and LLM evaluation. We analyze
various prompts to elicit accurate responses to these questions from
a set of LLMs. Our findings indicate that LLMs can generate ques-
tions and answers about threat behaviors and mitigations. However,
GPT-3.5 may struggle to rate the quality of the generated questions.
This study contributes to the understanding of LLM knowledge,
capacity, and risks in the cyber security domain. It also highlights
their potential applications for assessing cyber security knowledge.
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1 INTRODUCTION
Cyber defense can be improved by understanding the threat behav-
iors and mitigations [16, 22, 23], but this requires subject matter
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experts (SMEs). Acquiring cyber defense acumen is time consuming
and non-trivial, e.g. see [8, 31, 41]. The cyber landscape such as
enterprise networks and potential threats within, are getting larger
and more complex while threats are getting more sophisticated and
faster [5]. Cybersecurity occupations have been facing a persistent
shortage of staff and resources [27, 41]. To address this issue there
are commercial product offerings based on LLMs [12, 21], e.g. [12]
use MITRE FRAMEWORKS with their security LLM, Sec-PaLM
2. However, the degree of cyber knowledge in these LLMs can be
difficult to measure. One challenge to measuring cyber knowledge
is the lack of an accessible and well defined assessment, e.g. similar
to the standardized US Bar Exam [24].

Assessing cyber knowledge in an LLM involves: (1) Designing an
assessment.We design various LLMprompts to generate correct and
comprehensible questions and answers. (2) Using the assessment.
We use SMEs and LLMs to answer the generated questions. In
particular, we investigate: (1) Prompting methods for LLMs for the
task of creating multiple choice questions regarding cyber threat
knowledge contained in the MITRE ATT&CK Framework [23].
(2) Performance of LLMs on the task of answering multiple choice
questions regarding cyber threat behavior.

We explore the knowledge of the Large Language Model (LLM)
GPT-3.51 regarding threat behavior in MITRE ATT&CK [23, 36], a
public knowledge base of adversary tactics and techniques based on
observations. We systematically explore different prompts (inputs)
to an LLM. First we use the LLM GPT-3.5 for question making.
We generate cyber threat behavior multiple choice questions and
ask subject matter experts (SMEs) to report the number of correct
and comprehensible questions. Then we explore LLMs for question
taking with different prompts to elicit the correct answer to the
threat behavior questions.

Our contributions are:
• a systematic exploration of prompt complexity and context.

We find that prompts that are engineered with context provide the
best answer accuracy with GPT-3.5.

• indications that GPT-3.5 can be used to create multiple choice
questions regarding cyber threat knowledge contained in ATT&CK.
The prompting strategies to generate questions show no distinct
difference in average quality when rated by SMEs. However, GPT-
3.5 struggled to effectively rate the same questions. The ratings

1“GPT-3.5" is the API version of ChatGPT [29]
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distribution generated from GPT-3.5 were distinctly different from
the ratings distribution of the SMEs.

• evidence that LLMs can answer multiple choice questions
regarding cyber threat knowledge with an accuracy ranging from
0.13 to 0.87. The top four LLM and prompt variants the beat non-
SMEs (accuracy of 0.67) and SMEs (accuracy of 0.78).

We provide background and relatedwork (Sec. 2), presentmethod
(Sec. 3), describe experiments and results (Sec. 4), and conclude with
discussion and future work (Sec. 5).

2 BACKGROUND & RELATEDWORK
We present background in assessing cyber knowledge and Large
Language Models, as well as related work in this section.

Assessing Knowledge of Cyber Threat Behaviors. Joint Task Force
on Cybersecurity Education [28] curricular guidelines organized
knowledge units into eight broad knowledge areas: (1) data, (2) soft-
ware, (3) component, (4) connection, (5) system, (6) human, (7) orga-
nization, and (8) societal. These areas need constant updates since
the cyber threat landscape is constantly changing and the cyber
curriculum content requires more frequent updates when compared
to traditional disciplines [31]. Moreover, to align Cybersecurity in
Higher Education with industry the cybersecurity graduate needs
qualifications that span academic degree, professional certifications
and vendor specific certification [41]. One example of knowledge,
skills, and abilities for curricula in cyber defense state that common
adversary tactics, techniques, and procedures in assigned area of
responsibility for Computer Network Defense Analysis [2].

A common resource for finding cyber threats with analytics is to
use MITRE ATT&CK [36, 39]. Furthermore, the cyber knowledge is
formalized into an knowledge graph of cybersecurity countermea-
sures [16]. Other examples of cybersecurity ontologies have been
created to support risk information gathering in cyber-physical
systems [13].

Large Language Models. Language models model the probability
of text directly [20]. Languagemodels have been used for translation
and classification. Task performance where accelerated with the
introduction of transformer-based models, e.g BERT (Bidirectional
Encoder Representations from Transformers) [10], and T5 [35]. The
“Large" refers to models with at least 10B model parameters. LLMs
use exploded in 2023 with OpenAI’s “GPT" (Generative Pre-trained
Transformer) 175B parameter models [4, 30, 33]. As of 2023, LLMs
are the private access models: GPT-4 [30], PaLM [7], LLaMa [40].
Open source models are: GPT-Neo [3], GPT-J[42], and BLOOM [37].
These models were trained on corpuses of text sometime exceeding
1.4 trillion tokens[11, 34, 40].

An interaction with an LLM is often through engineering a
prompt (input text) intended to generate a desired output [20]. One
method is to provide the LLMwith contextual information, i.e. attend
latent concepts the LLM from pretraining data related to the prompt.
Various prompt engineering strategies have been explored and are
used in this work: few-shot prompting [15], chain-of-thought [44],
and self-consistency [38, 43].

Assessing Large Language Model Knowledge. Assessing knowl-
edge in LLMs is an open and non-trivial effort, e.g studies of com-
monsense knowledge in large language models [19]. BERT has been

Data 𝑇 :

ATT&CK
Prompt 𝑔

LLM 𝑓 :

GPT-3.5

Facts 𝐹 : ATT&CK

Process ℎ: SMEs Q, A

Quality sThreat x Output y Output y′

Fact x∗
Prompt x′

Figure 1: Workflow for making questions with answers (Q,A)
task with an LLM.

investigated as knowledge bases that can be queried for particular
information [32]. In the "Prompting as Probing" study the GPT-3
LLM is used for knowledge base construction [1]. For the task to
predict an object given subject a multi-step approach that combines
a variety of prompting techniques showed that manual prompt
curation is essential.

LLMs have been tested as exam takers in other domains. The per-
formance of ChatGPT was evaluated on the United States Medical
Licensing Exam (USMLE) [18]. ChatGPT performed at or near the
passing threshold (60%) with zero-shot prompts (out-of-the-box).
Moreover, LLMs have been assessed in the domain of law. ChatGPT
generated answers on four exams at the University of Minnesota
Law School [6] and performed on average at the level of a C+ stu-
dent, achieving a low but passing grade. In addition, Zero-shot
performance of a preliminary GPT-4 on the entire Uniform Bar
Examination (UBE), on the MBE, GPT-4 significantly outperforms
both human test-takers and ChatGPT [17].

The work has been mostly on evaluating on existing assessments,
not generating them. There has also been limited work on cyber-
security assessment generation and evaluation with LLMs. In the
next section we describe how we assess LLM knowledge by making
cyber threat behavior questions and evaluating them.

3 METHOD
In this section we present our method to make (Section 3.1) and
take (Section 3.2) questions with an LLM2.

We use the following notation. An input and output pair of
tokens (English sentence), (x, y) ∈ T . A parameterizedmodel (LLM)
that probabilistically outputs a sequence of tokens, 𝑓 : T × R→
T , y = 𝑓 (x|𝜃 ). A function (prompt) that outputs a sequence of
tokens, 𝑔 : T → T , x′ = 𝑔(x). Facts are a corpus of tokens, 𝐹 ∈
T , x∗ ∈ 𝐹 .

3.1 Making questions with an LLM
In Figure 1 we show an overview of our method for the task of
making questions with an LLM. We use a function to process and
evaluate the LLM output quality, ℎ : T → T × N≥0, y′, s = ℎ(y).

We formulate questions regarding mitigations of threat behavior
from ATT&CK. We design prompts two types of prompts, with and
without additional contextual information. The prompt specification
pertains to the instructions for crafting the output (question) to be
similar to questions on the US Bar exam. The usecase provides an
example of a technique and related mitigation from ATT&CK. An
example prompt for making questions is shown in Figure 2.

2See https://github.com/ALFA-group/AI4Cyber_Wkshp_LLM_QA_Paper_2023.git.
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Create multiple choice questions related to the cyber mitigation
strategy below. Make a variety of quality questions, with
answers, solutions, and explanations. Each question should be
made that it tests the ability to apply and/or classify the
knowledge tested. Each question should be expert-level
(difficulty).
Content to make questions about:
Mitigation: Network Segmentation

Question: Which technique would be most useful for implementing
network segmentation to control lateral movement in a network?
A. Application whitelisting
B. Data encryption
C. VLAN partitioning
D. Antivirus installation
Solution: C. VLAN partitioning
Explanation: VLAN partitioning is a technique directly
associated with network segmentation. It creates isolated
networks within a larger network, which can help to control
lateral movement (the technique hackers use to move through a
network once they have gained access) by limiting the ability to
communicate between segments.

Figure 2: Example prompt to LLM (green) for making cyber
mitigation multiple-choice questions. LLM responds (grey)
with multiple questions, answer choices, intended solution,
and an explanation.

Data T: Q,A Prompt 𝑔 LLM 𝑓

Facts 𝐹 : ATT&CK

Answer

Threat x

Truth x∗
Prompt x′

Figure 3: Workflow for taking questions task with an LLM.

The process function manipulates the LLM output and evalu-
ates it according to: Correctness ∈ {𝑌, 𝑁 } Is what is asking for
correct? Is the answer choice correct?, Is the question relevant to
the topic? Comprehensive ∈ {𝑌, 𝑁,𝑀} Readable? Clear? Does
it need reasoning? Rating ∈ {1, . . . , 5} a likert scale, 1 is bad, 5 is
good. In addition, the SME evaluates the generated question and
answer with the same categories. These evaluation questions to
the SME and LLM are shown in Appendix A.1. The LLM prompt
contextual information is:

• without facts: the baseline prompt
• with facts provides the known facts (contextual information)

from ATT&CK
We use one prompt for all questions (without facts). We select
the facts by including information from ATT&CK. We create one
prompt with facts for each question (with facts).

3.2 Taking questions with an LLM
For taking questions we also design prompts with varying amounts
of contextual information. (1) without facts: the baseline prompt
(2)with facts provides the known facts (information) from ATT&CK

In Figure 3 we show an overview of our method for taking
questions. A generated question from an LLM is passed to a prompt.

An example "question taking" prompt with facts is shown in
Figure 4.

Background context related to the question:
Mitigation Title: Vulnerability Scanning ID: M1016
Description: Vulnerability scanning is used to find potentially
exploitable software vulnerabilities to remediate them.

Question: What is vulnerability scanning?
1. A technique used to find potential weaknesses in a system
2. A technique used to encrypt data to prevent unauthorized access
3. A technique used to monitor network traffic for suspicious activity
4. A technique used to backup important data

Now answer the question. Select the best answer: 1, 2, 3, or 4.
Only state the answer.

Answer: 1

Figure 4: Example prompt to LLM (green) to answer questions
given context (facts) from MITRE ATT&CK. LLM responds
(grey) with only an answer to the question.

4 EXPERIMENTS
We present the setup (Section 4.1) and the results (Section 4.2) of
using LLMs for making and taking question regarding cyber threat
behavior in this section.

4.1 Setup
We create the LLM input data by uniformly random sampling miti-
gation and technique relationships from ATT&CK. We first sample
20 mitigation-technique relationships, use three different question
making prompts, use GPT-3.5 to generate 4 to 5 questions per
prompt, then randomly sample 1 question from each set of ques-
tions (300 total generated questions, 60 were sampled for the cyber
security assessment). We ask 4 SMEs to rate and answer the ques-
tions, the SMEs had 1-6 years experience of cyber security. The SME
with 0 years experience (Non-SME) is treated as a baseline evalua-
tor. Appendix A.1 shows the detailed evaluation protocol for the
SMEs. Finally, we use GPT-3.5 to rate the questions. We use LLMs
with different number of parameters (GPT-3.5, DaVinci, Babage
and Curie) with two different prompts to answer the 60 generated
questions, see Appendix Table 4 for number of LLM parameters.

4.2 Results
In Section 4.2.1 we describe the generated questions, how SMEs,
and LLMs rated them.We report on the test scores for the generated
questions, both SMEs and LLMs, in Section 4.2.2.

4.2.1 Generating Questions with an LLM. Figure 5a shows stacked
histograms of the question ratings (1-5) by the SMEs for the ques-
tions made by the LLM (GPT-3.5). We see that the Non-SME gave
the highest average rating score for all generated questions. The
SMEs had more "even" distributions for their rating scores. SME
#3 did not give the highest score (5) to any question and SME #2
gave the most low scores (1). In contrast, the LLMs, Figure 5b rarely
gave a score below four. The LLM using a prompt without facts for
scoring (LLM no Facts) gave the majority of questions four. Using
a prompt with facts (LLM with Facts) the most frequent score was
four as well.
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(a) SME ratings. (b) LLM ratings

Figure 5: Stacked histograms of SME and LLM ratings of the 60 generated questions. X-axis show rating values (1-5, 5 is the
highest), y-axis show frequency (counts) and the color indicate the rater (SME or LLM). “LLM" refers to GPT-3.5.

Figure 6 shows the ratings for each question for SMEs and LLMs.
It does not appear that our SMEs suffered from “rater fatigue"
(e.g. low quality ratings towards the end of the evaluation). Some
questions have high rates from all raters (SME and LLM). On some
questions all SME give low rating when the LLMs give a higher
rating. Note, in Figure 5b we see that GPT 4 gives consistently high
ratings.

Figure 6: Stacked histograms of all. X-axis show question
number (1-60), y-axis show sum of rating values for each
rater and the color indicate the rater (SME or LLM).

Figure 7a gives an example question where the each SME rated
the question as a 4 or a 5. The general comment was that the
question was basic and easy. However because “All of the above" is
available and not the answer, this question required more reasoning
and less memorization than others which contributed to the higher
rating.

Figure 7b shows an example question where all SMEs gave the
same answer but an incorrect answer based on the generated answer
key. The generated answer key selected (3) Network Concentrators

What are the benefits of Network Intrusion Prevention?
(1) Reducing the likelihood of successful cyber attacks
(2) Enhancing network performance by restricting network traffic
(3) Increasing network scalability by reducing network complexity
(4) All of the above

(a) Question all SMEs rated highly and chose the correct answer.
Which of the following is a mechanism that may be used to limit access to resources
over network?

(1) Email Filters
(2) Firewall Rules
(3) Network Concentrators
(4) Remote Monitoring Tools

(b) Question where all SMEs gave the same incorrect answer.

Figure 7: Example questions. LLM generated solution in bold.

whereas all of the SMEs selected (2) Firewall Rules. The SMEs rated
this question higher than the average rating, signaling that they
were confident in their selection and rationale. This is an example
where the generated question may have provided an incorrect
answer as firewalls are a more compelling method to limit access to
specific portions of the network. An interesting note is that when
using GPT 3.5 to answer the question, it selected (3). However when
provided with facts, GPT 3.5 selected (2).

More example questions are in Appendix A.2. Finally, we ob-
served only limited difference between the different prompts used
to generate these questions.

4.2.2 Taking Questions with LLMs. In Figure 8 we show the ac-
curacy of models (LLMs and SMEs) when taking questions or-
dered by accuracy (See Appendix Table 1 and 3 for tabulated val-
ues). The top LLMs and SMEs have an accuracy of ≈ 0.8. GPT-
3.5_w_facts had the highest accuracy (1st). GPT-3.5_no_facts (2nd)
and DaVinci_w_facts (3rd) had higher accuracy than the SME aver-
age (4th). The non-SME (6th) had distinctly higher accuracy than
Curie and Babage.
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Figure 8: Bar plot with standard deviation of average accuracy
of models (SMEs, Non-SME and LLMs). X-axis shows the
model (descending order) and the y-axis shows accuracy. Each
LLM except GPT 3.5 was run 3 times. (GPT 3.5 was run 6
times) The red dot indicates the accuracy of the LLM with a
deterministic setting with zero temperature.

This indicates that LLMs can have higher accuracy than SMEs.
In addition, providing the LLM with the facts regarding the ques-
tion mostly improved the accuracy. We had the SMEs reflect and
comment on the quality of the questions and answers, for detailed
examples see Appendix A.2.

5 DISCUSSION AND FUTUREWORK
In this section we discuss the results, limitations and future work.
The results give some insight into the design can be improved in
the future. Note, these results provide indications only, since the
sample size of the results is too small to make statistically confident
claims.

Figure 5 shows that the LLM did not have the ability to rate the
questions with our zero-shot approach. The LLM rating prompt
provided limited information regarding how to rate a question,
see Appendix 10. Figure 9 demonstrates how a classifier (GPT-4)
can be trained to infer the rating of the question (SME #2 in the
example). Constructing a simple linear classifier of GPT-4 ratings
can provide a more SME like rating. We expect that engineering the
prompt by e.g. providing more rating context, could improve the
rating performance further. In addition, the scoring of questions
can be improved to take into account further nuances of knowledge
assessment. This could create potential educational use, instead of
only LLM knowledge assessment.

It is also unclear to what degree the LLM contained cyber knowl-
edge. The experiments indicated that the generated questions were
possible to read. The implications for understanding LLM capabili-
ties and risks is that currently they can summarize and generate
information, but the level of knowledge is still unknown. There is
a potential to add additional sources of facts, e.g. using the BRON
property graph [14]. The question creation and scoring can be im-
proved further, e.g. with comparing different LLMs to find factual
errors [9]. We experimented with few-shot prompting [15] and
self-consistency. Finally, the improved performance regarding pro-
viding facts as context to the LLM are in accordance with previous
work [46].

Figure 9: Confusion matrix of question quality prediction.
Y-axis is LLM rating, x-axis is SME rating (SME #2). Left is
LLM (GPT-4) rating. Right is LLM trained for classification
of ratings.

LLMs has previously been shown to perform on par with experts,
since passed some US bar and medical exams [6, 17, 18]. Thus,
the performance of the LLM when answering MCQ cyber threat
questions was arguably expected. In addition, the LLMs has been
trained for question and answering tasks.

Assessment construction is a research subject in itself and it
should be taken more into account in the prompt. Cybersecurity
students need theoretical concepts, hands-on experiences, and pro-
fessional certifications [41]. Moreover, studies indicate that for some
specialty areas, technical knowledge and skills vary considerably
between jobs so the ability to teach oneself is more valuable than
proficiency in KSA [2]. Finally, when specifying how to assess un-
derstanding we only focus on multiple choice questions based on
ATT&CK for threat behavior similar to knowledge expected at en-
try level for an all-source analyst K0005 [25]. There exists additional
knowledge-specified frameworks, such as the NIST cybersecurity
framework [26].

There are multiple limitations to the study. The number and ex-
perience of the SMEs was small. The assessment was only multiple
choice from one data source. The prompting content and abla-
tion was restricted. In future work, we want to analyze the ques-
tions further. In addition, we can attempt to use few-shot multiple-
choice questions [15]. We can consider more explicit prompting
strategies, such as filtering questions via LLM feedback, "chain-of-
thought" [44], and "Tree-of-thoughts" [45]. Finally, the inclusion of
facts in the prompt can also be modified to include searching and
processing relevant context.

Acknowledgments. We thank all the subject matter experts and
students.
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Which mitigation strategy is recommended to prevent the running of commands?
(1) Escape To Host
(2) Minimal Images
(3) Application Control
(4) Script Blocking

Figure 12: Example question where all SMEs incorrect an-
swers and rated the question poorly. LLM given answer in
bold.

Table 1: Model Q,A Performance with Facts

Model Mean Std Dev
GPT 0.8639 0.0115
DaVinci 0.8222 0.0079
Curie 0.2167 0.0136
Babbage 0.1333 0.0236

Table 2: Model Q,A Performance without Facts

Table 3: Note that this has all LLMs evaluated along with
SMEs and the non-SME used as a baseline

Model Mean Std Dev
GPT 0.8083 0.0160
DaVinci 0.7500 0.0136
Curie 0.2611 0.0515
Babbage 0.3611 0.0478
SME 0.7778 0.0208
Non-SME 0.6667 0.0000

Table 4: Number of Parameters for Each LLM

Model Parameters (Billion)
GPT 3.5 154
DaVinci 175
Curie 6.7
Babbage 1.3

A APPENDIX
A.1 SME Evaluation Protocol
Figure 10 shows the evaluation tasks given to each of the SMEs
to assess and rank each of the 60 generated questions from the
assessment. SMEs were given six Y/N questions to evaluate the
completeness and comprehensiveness of the generated questions.
(These would be questions 1, 3, 4, 5, 6, and 7 from the rubric below)
They were then asked to give a subjective ranking of the quality of

each question represented in a score between 1-5. 5 being a high
quality question. (Question 8 from the rubric below)

’1. Is the question factually correct? (Y/N)’
’2. Is the question, answer choices, and solution consistent? (Y/N)’
’3. Is the answer solution correct? (Y/N)’
’4. Is the question prompt relevant with itself? (Y/N)’
’5. Is the question prompt readable and make sense? (Y/N)’
’6. Is the question prompt clear? (Y/N)’
’7. Is reasoning required to answer the question (not just memorization)? (Y/N)’
’8. Using the metrics above - how would you rate the question overall?
(1-5, 1 being really bad, 5 being really good)’

Figure 10: Prompt for scoring questions. All of these ques-
tions were given to GPT 3.5 for question evaluation. Question
2 was not given to SMEs

A.2 Question Examples
A.2.1 SME Highly Rated Questions. We provide examples of ques-
tions where the SMEs have given the question a high rating.

Figure 11 shows an example of a highly rated question where
only our least experienced SME chose the incorrect answer (selected
(1)). This question requires the knowledge and reasoning to know
that certificates can be forged using the root certificate. It is slightly
more nuanced question than others.

How can adversaries forge authentication certificates?
(1) By stealing certificates used for authentication
(2) By accessing root (or subordinate) CA certificate private keys
(3) By performing audits or scans of systems
(4) By requesting and/or manually renewing certificates from enterprise

certificate authorities

Figure 11: Example question where all SMEs highly rated
the question but the less experienced SME chose incorrectly.
LLM given answer in bold.

A.2.2 SME Poor Performance Questions. Figure 12 shows an ex-
ample of a question where the SMEs did not agree on a single
answer and rated the question poorly. None of the SMEs selected
(3) Application Control and had the general comment that (2), (3),
or (4) could be valid answers. This gives us indication that the an-
swers provided are not mutually exclusive and is a poorly designed
question.

A.2.3 Question answering performance. The model question an-
swering performance on the generated cyber knowledge questions
is shown in Table 1 and 3. The number of parameters in the LLMs
is shown in Table 4.
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